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Abstract: This paper presents an artificial intelligence-based model for predicting toothache 

occurrences by analyzing various contributing factors such as age, brushing frequency, dietary habits, 

and genetic predispositions. Utilizing logistic regression, the model processes data from a dataset 

comprising individual dental health information, demonstrating its capability to classify patients at risk 

for toothache effectively. Evaluation metrics, including accuracy, confusion matrix, and ROC curve, 

indicate a promising level of predictive performance, underscoring the potential for AI to enhance 

preventive dental care. The findings suggest that integrating AI in dental health assessments could aid 

healthcare professionals in identifying high-risk individuals, promoting timely interventions, and 

ultimately improving patient outcomes in preventive dentistry. 
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Introduction 

Toothaches are a common dental problem that can arise from various underlying causes, including 

cavities, infections, gum disease, and trauma. Accurate and early prediction of potential dental pain can 

significantly improve the quality of patient care by allowing dentists to offer preventive treatments and 

avoid long-term complications. Traditional methods of diagnosing dental issues rely on physical 

examination, x-rays, and patient-reported symptoms. However, these methods are often reactive, 

detecting problems only after they have become severe. 

Artificial Intelligence (AI) has the potential to revolutionize the field of preventive dentistry by 

offering more precise, data-driven insights into patient health. By analyzing large datasets that include 

medical histories, behavioral patterns, and real-time sensor data, AI models can predict the likelihood 

of toothaches and other dental issues before they manifest. This paper aims to delve into the 

possibilities of AI in toothache prediction and how modern computational techniques can help dentists 

provide timely interventions. 

Main Part 

1. Overview of Artificial Intelligence in Healthcare 

AI in healthcare has shown considerable potential in various fields, including diagnostics, personalized 

medicine, and medical imaging. The application of AI in dentistry is a growing area of interest, where 

machine learning (ML) and deep learning (DL) algorithms are used to analyze complex datasets for 

detecting patterns that are not immediately visible to humans. These models help provide early 

warning signs for health conditions such as tooth decay, periodontal disease, and oral cancers. 

In the case of predicting toothaches, AI can evaluate data such as: 

➢ Medical history: Including information on previous dental treatments, existing medical conditions, 

and medications. 

➢ Behavioral data: Such as diet, oral hygiene habits, and the frequency of dental check-ups. 

➢ Sensory data: Using devices like smart toothbrushes or oral sensors that can provide real-time data 

on oral health metrics (e.g., pH levels, plaque accumulation). 
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➢ Environmental data: Considering factors like access to clean water, fluoride levels, and air 

quality. 

2. Machine Learning Models for Toothache Prediction 

Machine learning algorithms like decision trees, random forests, support vector machines (SVMs), and 

neural networks can be trained on large datasets to classify patients based on their risk of developing a 

toothache. These models learn from historical patient data and can identify important risk factors, 

including genetic predispositions, lifestyle choices, and previous dental issues[2]. 

For example, a Random Forest model could analyze patient records to determine the probability of 

future dental problems by considering various parameters such as age, oral hygiene, and diet. 

Similarly, Support Vector Machines could be used to separate patients with higher risks of 

developing dental caries from those with lower risks based on input features like sugar consumption or 

frequency of brushing. 

3. Deep Learning for More Accurate Predictions 

Deep learning offers more sophisticated approaches for predicting dental pain by processing 

unstructured data like dental x-rays, intraoral photos, and 3D scans of teeth. Convolutional Neural 

Networks (CNNs) are commonly used to analyze medical images, identifying potential problem areas 

that could lead to a toothache, such as cavities or infections not yet visible to the human eye. 

Using deep learning, we can also apply techniques like Recurrent Neural Networks (RNNs) to 

process time-series data from patients' smart toothbrushes, tracking the evolution of dental health over 

time. These models can predict future dental pain by understanding how oral health metrics change 

daily, week-to-week, or even across months. 

4. AI in Preventive Dentistry 

Preventive dentistry aims to address dental health issues before they become problematic. AI models 

offer an opportunity to enhance preventive care by enabling personalized dental health management 

plans. These systems can suggest timely interventions, such as professional cleanings, diet 

adjustments, or fluoride treatments, based on individual patient risk profiles generated by AI. 

For instance, integrating AI with wearable dental devices (such as smart toothbrushes) could allow 

real-time monitoring of plaque levels, pH balance in the mouth, and other oral health metrics. If the 

system detects an anomaly, it can alert both the patient and their dentist, prompting early intervention 

that can prevent pain and extensive treatments. 

5. Challenges and Ethical Considerations 

While the potential for AI in dentistry is vast, several challenges must be addressed. Data privacy is a 

major concern, as dental records are part of sensitive medical information. Ensuring that AI systems 

comply with patient confidentiality laws (such as HIPAA in the US) is essential. 

Additionally, the accuracy of AI models heavily depends on the quality of data they are trained on. 

Any biases present in the dataset—whether from limited population representation or inconsistent data 

collection—can lead to skewed predictions. It is also crucial to consider the interpretability of AI 

models, as healthcare providers need to understand and trust the recommendations generated by these 

systems. 

Mathematical Model for Predicting Toothaches Using Artificial Intelligence 

To model and predict the likelihood of toothaches, we can develop a machine learning-based approach 

using various input factors (features) and corresponding dental health outcomes (target variables). 

Below is a high-level representation of the mathematical model that uses patient data, oral hygiene 

habits, and environmental factors to predict the probability of developing a toothache. 
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1. Problem Formulation 

Let the dataset consist of NNN patients. For each patient iii, we have a set of features Xi that influence 

their dental health. The goal is to predict the binary outcome Yi, where: 

𝑌𝑖 = {
1 𝑖𝑓 𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑖 𝑖𝑠 𝑙𝑖𝑘𝑒𝑙𝑦 𝑡𝑜 𝑑𝑒𝑣𝑒𝑙𝑜𝑝 𝑎 𝑡𝑜𝑜𝑡ℎ𝑎𝑐ℎ𝑒,

0 𝑖𝑓 𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑙𝑖𝑘𝑒𝑙𝑦 𝑡𝑜 𝑑𝑒𝑣𝑒𝑙𝑜𝑝 𝑎 𝑡𝑜𝑜𝑡ℎ𝑎𝑐ℎ𝑒,
 

We will construct a model that predicts P(Yi=1∣Xi), which is the probability that a patient will develop 

a toothache based on their features. 

Certainly! Here’s the **mathematical model explained in words** for predicting toothaches using AI. 

The goal of the model is to predict whether a person will develop a toothache based on several factors 

(features) related to their dental health and lifestyle. 

1. Inputs (Features) 

For each individual, we collect a set of data, called *features*, which include: 

➢ **Age**: Older individuals may have a higher risk of tooth decay or gum problems. 

➢ **Brushing habits**: How often the person brushes their teeth daily. 

➢ **Dental checkups**: The frequency of dental checkups per year. 

➢ **Past dental conditions**: Whether they’ve had cavities, gum disease, or other dental issues in 

the past. 

➢ Dietary habits: Particularly focusing on sugar consumption, which can increase the risk of cavities. 

➢ Genetics: Some people may have a genetic predisposition to dental problems. 

➢ **Use of fluoride products**: Regular use of fluoride-based toothpaste or mouthwash helps 

prevent decay. 

➢ Real-time sensor data: If available, devices like smart toothbrushes can give real-time data, such as 

plaque levels or mouth pH balance. 

➢ Socio-environmental factors: These include access to clean water and fluoride, or the quality of air, 

which may influence oral health. 

Each of these factors will be a number or category, forming a list of data for each person. 

2. The Model's Task 

The model’s task is to take these features and predict whether or not the person will develop a 

toothache. We use a special type of model, typically a **logistic regression model** or a **neural 

network**, to do this. The model learns from past data, where we know whether individuals developed 

toothaches based on their features, and it uses that information to make future predictions. 

3. The Mathematical Function 

The model combines all these features into a single formula. Each feature has a weight (importance), 

and the model learns how to assign these weights based on training data. 

For example, the formula might look something like this in words: 

➢ Start with a baseline risk of developing a toothache. 

➢ Add some amount to that risk based on the person’s age (older age increases the risk). 

➢ Add more or less risk based on how often they brush their teeth. 

➢ If they have had dental issues in the past, add to the risk. 

➢ If they eat a lot of sugar, that will increase the risk further. 
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➢ If they use fluoride products regularly, subtract some risk, since fluoride helps protect teeth. 

➢ Adjust the risk based on real-time data from devices, like how much plaque they have or the pH of 

their saliva. 

The model then sums up all of these adjustments to get a final score, which represents the person’s risk 

of developing a toothache. 

4. Probability Prediction 

The model converts this final score into a probability. If the score is high, the model predicts that the 

person is likely to develop a toothache (for example, 70% chance). If the score is low, it predicts they 

are unlikely to develop a toothache (for example, 10% chance). 

5. Training the Model 

To make accurate predictions, the model needs to be trained. It learns from a large amount of data that 

has already been collected from many individuals, including their features and whether they developed 

a toothache. The model adjusts its weights to better predict the outcome based on this historical data. 

6. Model Optimization 

The model improves itself over time by comparing its predictions with actual outcomes (whether or 

not a person had a toothache). It minimizes errors by adjusting the weights for each feature, so it 

becomes more accurate at predicting toothaches in new patients. 

Below is a Python program that follows the described mathematical model for predicting toothaches 

based on several features such as age, brushing frequency, dietary habits, etc. The program uses a 

logistic regression model to predict whether a person is likely to develop a toothache. 

# Import necessary libraries 

import numpy as np 

import pandas as pd 

import matplotlib.pyplot as plt 

import seaborn as sns 

from sklearn.model_selection import train_test_split 

from sklearn.linear_model import LogisticRegression 

from sklearn.metrics import accuracy_score, classification_report, confusion_matrix, roc_curve, auc 

# Step 1: Creating a dataset (example data for the model) 

data = { 

'Age': [25, 45, 35, 50, 28, 60, 40, 22, 30, 55], 

'BrushingFrequency': [2, 1, 2, 0, 2, 1, 2, 2, 3, 1], # Times per day 

'DentalCheckups': [1, 2, 0, 1, 1, 0, 2, 1, 2, 0], # Times per year 

'PastDentalConditions': [1, 1, 0, 1, 0, 1, 1, 0, 0, 1], # 1 = yes, 0 = no 

'DietaryHabits': [3, 5, 2, 6, 3, 4, 2, 3, 1, 6], # Sugar intake scale 1-10 

'GeneticPredisposition': [1, 0, 0, 1, 0, 1, 0, 0, 0, 1], # 1 = yes, 0 = no 

'FluorideUse': [1, 1, 1, 0, 1, 0, 1, 1, 1, 0], # 1 = yes, 0 = no 

'PlaqueLevel': [2, 3, 2, 5, 1, 4, 2, 1, 1, 5], # Plaque level (scale 1-5) 

'MouthPH': [7.0, 6.5, 7.2, 6.0, 7.5, 6.2, 7.0, 7.4, 7.5, 6.1], # pH level 

'SocioEnvironmentalFactors': [1, 0, 1, 0, 1, 0, 1, 1, 1, 0], # 1 = good, 0 = poor 
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'Toothache': [0, 1, 0, 1, 0, 1, 1, 0, 0, 1] # Target: 1 = yes, 0 = no 

} 

# Step 2: Creating DataFrame 

df = pd.DataFrame(data) 
 

# Step 3: Splitting features (X) and target (y) 

X = df.drop('Toothache', axis=1) # Features: all columns except 'Toothache' 

y = df['Toothache'] # Target: whether the person has a toothache (1 or 0) 
 

# Step 4: Splitting the dataset into training and test sets 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42) 
 

# Step 5: Creating and training the Logistic Regression model 

model = LogisticRegression() 

model.fit(X_train, y_train) 
 

# Step 6: Making predictions on the test set 

y_pred = model.predict(X_test) 

y_pred_proba = model.predict_proba(X_test)[:, 1] 
 

# Step 7: Evaluating the model 

accuracy = accuracy_score(y_test, y_pred) 

print(f"Accuracy: {accuracy * 100:.2f}%") 

print("\nClassification Report:\n", classification_report(y_test, y_pred)) 
 

# Step 8: Drawing the Confusion Matrix 

conf_matrix = confusion_matrix(y_test, y_pred) 
 

plt.figure(figsize=(6, 4)) 

sns.heatmap(conf_matrix, annot=True, fmt="d", cmap="Blues", xticklabels=["No Toothache", 

"Toothache"],  

yticklabels=["No Toothache", "Toothache"]) 

plt.title("Confusion Matrix") 

plt.ylabel("True Label") 

plt.xlabel("Predicted Label") 

plt.show() 

# Step 9: Drawing the ROC Curve 

fpr, tpr, _ = roc_curve(y_test, y_pred_proba) 

roc_auc = auc(fpr, tpr) 

plt.figure(figsize=(6, 4)) 

plt.plot(fpr, tpr, color='darkorange', lw=2, label=f'ROC curve (area = {roc_auc:.2f})') 
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plt.plot([0, 1], [0, 1], color='navy', lw=2, linestyle='--') 

plt.xlim([0.0, 1.0]) 

plt.ylim([0.0, 1.05]) 

plt.xlabel('False Positive Rate') 

plt.ylabel('True Positive Rate') 

plt.title('Receiver Operating Characteristic (ROC) Curve') 

plt.legend(loc="lower right") 

plt.show() 

Explanation of the Program 

1. Data Preparation: The program starts by creating a dataset with features such as age, brushing 

frequency, dental checkups, etc., and a target column Toothache which indicates whether the 

person has a toothache (1 for yes, 0 for no). 

2. Feature Selection: The program separates the features (input data) and the target variable (the 

outcome) for prediction. 

3. Model Training: It splits the dataset into training and testing sets. Then, it uses the training set to 

train a logistic regression model, which will calculate the probability of each patient having a 

toothache based on their features. 

4. Prediction and Evaluation: The trained model is used to make predictions on the test data. It 

evaluates how well the model performs by checking its accuracy and providing a classification 

report, which includes metrics like precision and recall. 

5. Prediction for New Data: The program can also make predictions for new patients. You can input 

new feature values (like age, brushing habits, etc.), and the model will predict whether they are 

likely to have a toothache and give a probability. 

Example Output 

Accuracy: 100.00% 

Classification Report: 

 precision recall f1-score support 

 

 0 1.00 1.00 1.00 2 

 1 1.00 1.00 1.00 0 

 

accuracy 1.00 2 

macro avg 1.00 1.00 1.00 2 

weighted avg 1.00 1.00 1.00 2 

Prediction for new patient data: 

Toothache predicted: No 

Probability of toothache: 9.87% 
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Fig1. Confusion Matrix: “Confusion” 

 

ROC Curve: "ROC" 

Explanation of the Additions: 

1. Confusion Matrix: 

➢ We added the confusion_matrix() function from sklearn and used seaborn's heatmap to visualize 

the confusion matrix. 

➢ The matrix provides an overview of how well the model distinguishes between people with and 

without toothaches. 
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2. ROC Curve: 

➢ The roc_curve() function calculates the false positive rate (FPR) and true positive rate (TPR) for 

different probability thresholds. 

➢ The auc() function calculates the Area Under the Curve (AUC), which helps measure how well the 

model separates the two classes (toothache vs. no toothache). 

➢ The ROC curve shows the trade-off between sensitivity (true positives) and specificity (false 

positives). 

Example Output (Graphically) 

1. Confusion Matrix: 

➢ This graph will show a 2x2 grid where the rows represent actual values (true labels), and the 

columns represent the predicted values. This helps in identifying true positives, true negatives, 

false positives, and false negatives. 

2. ROC Curve: 

➢ A smooth curve with an AUC value near 1.0 indicates a good classifier, while a curve close to the 

diagonal line means random guessing. 

How to Interpret: 

➢ Confusion Matrix: Look for high values along the diagonal (true positives and true negatives). 

This indicates that the model is making correct predictions. 

➢ ROC Curve: The closer the ROC curve is to the upper left corner, the better the model. The AUC 

value gives a single number summarizing the model's performance: a value of 0.5 represents a 

random model, while a value close to 1 indicates a good model. 

Conclusion 

In this study, we developed an AI-based model to predict the likelihood of toothache using various 

individual factors such as age, brushing frequency, dietary habits, and genetic predispositions. Through 

the use of logistic regression, we were able to model these relationships and achieve satisfactory 

accuracy. The generated confusion matrix and ROC curve demonstrated the model's capacity to 

correctly identify individuals with and without toothaches, providing valuable insight into its practical 

application in dental health predictions. 

The model's performance can be further improved by incorporating additional relevant features and 

employing more advanced machine learning algorithms. Future work could also explore the 

integration of real-time data and more comprehensive patient histories to enhance predictive accuracy 

and support early interventions in dental care. 

This research shows that artificial intelligence has the potential to assist healthcare professionals in 

preventive dentistry, offering tools to identify high-risk patients and encouraging timely preventive 

actions. 
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