
International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          307 
provided the original work is properly cited.  

 

Least-Squares Support Vector Machine-Based Cancer Prediction 

System  

 

 

Sivakani. R 

Department of Artificial Intelligence and Data Science, 

Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India. 

sivakani@dhaanishcollege.in 

 

Rajasekaran G 

Department of Computer Science Engineering, 

Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India. 

rajasekaran@dhaanishcollege.in 

 

P.Velavan  

Department of Computer Science Engineering, 

Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India. 

velavan@dhaanishcollege.in 

 

B. Vaidianathan 

Department of Electronics & Communication Engineering 

Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India. 

vaidianathan@dhaanishcollege.in 

 

Abstract: Support vector machines, in the field of machine learning, are supervised learning models that examine 

data for classification and regression using learning methods that are connected with them. An SVM training algorithm 

constructs a model that allocates new examples to one of two categories based on a set of training examples, where each 

example is marked as belonging to one of the two sets. Using SVMs, datasets with unequal class frequencies can be handled. 

It is possible to set the slack penalty for positive and negative classes to different values in many implementations 

(asymptotically equivalent to changing the class frequencies).  Improving classification algorithms or balancing classes in 

the training data (data preparation) before giving the data as input to the machine learning algorithm are techniques to deal 

with imbalanced datasets. Because of its more generalizability, the second method is better. In this research, we offer a 

strategy for efficiently classifying data with many features using a support vector machine (SVM). Instead of training all of 

the base classifiers required for a decision combination in advance, as is the case with typical combination methods, the 

suggested method trains each classifier separately and then combines their choices all at once. Because our suggested 

method entails addressing a single optimization problem, rather than the multiple optimization problems that existing 

methods need, training complexity can be decreased. In addition, while combining base classifiers, our suggested method 

takes their performance on training data and their ability to generalise into account. But conventional combination methods 

just look at how well a base classifier did on the training set. The results of the experiments validated the effectiveness of 

our strategy.  

 

Keywords: Cancer Prediction, Multiple Feature Classification, System Using Least-Squares Support Vector 

Machine, Traditional Combination. 

 

Introduction 

 

Many real-world applications make use of imbalanced datasets. One viable option is resampling, which produces a more or 

less even distribution of classes [6]. To tackle the issue of imbalanced data categorization, this research suggests a hybrid 

sampling support vector machine (SVM) method that combines oversampling and undersampling techniques [7-12]. To 

begin, the suggested method employs an undersampling strategy to remove those samples from the majority class that do not 
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have enough classification data. This is followed by the progressive creation of fresh positive samples using an oversampling 

technique [13-19].  

 

This leads to the replacement of the unbalanced training dataset with a new, more balanced one. Lastly, our suggested method 

can handle the unbalanced data classification issue and find useful samples based on experimental findings on real-world 

datasets. Improving classification algorithms or balancing classes in the training data (data preparation) before giving the 

data as input to the machine learning algorithm are techniques to deal with imbalanced datasets [20-25].  

 

In this research, we offer a strategy for efficiently classifying data with many features using a support vector machine (SVM). 
Instead of training all of the base classifiers required for a decision combination in advance, as is the case with typical 

combination methods, the suggested method trains each classifier separately and then combines their choices all at once [26-

33]. Because our suggested method entails addressing a single optimization problem, rather than the multiple optimization 

problems that existing methods need, training complexity can be decreased. In addition, while combining base classifiers, 

our suggested method takes their performance on training data and their ability to generalise into account. But conventional 

combination methods just look at how well a base classifier did on the training set. The results of the experiments validated 

the effectiveness of our strategy [34-39].  

 

Literature Review 

Güneş and Polat [1] Pathologic evaluations of breast tissue samples, as is done using the core needle biopsy procedure, 

can be used to diagnose breast cancer. Breast tissue samples are examined under a microscope to look for this type of 

cancer. Breast cancer patients put a lot of stock in the pathologists' interpretation of this material. The research presents 

an innovative approach to calculate complex colour wavelet features using colour textural information, and it decomposes 

core needle biopsy data using the log Gabor wavelet transform. Then, it investigates the nucleus of these samples. One 

such classifying algorithm is the least square support vector machine (LS-SVM). For the purpose of diagnosing breast 

cancer, these color-textural properties are utilised. An expert system that assists in the diagnosis of cancer tissue samples 

can greatly benefit from using a properly trained least square support vector machine (LS-SVM) due to its exceptional 

pattern classification capabilities. Automation in cancer diagnosis will benefit from the suggested LS-SVM classifier's 

improved overall accuracy.  

A common type of sample selection bias is classified by Fan et al. [2] as sensitivity to classifier learning algorithms. In this 

bias, the likelihood of an example being included in the training sample is dependent on its feature vector x, rather than 

its class label y, which is not directly related. If a classifier learner is not affected by this bias in sample selection, we call it 

"local." Otherwise, we call it "global." There is a lack of clarity between the actual model and the model produced by the 

algorithm in that study. They talk about logistic regression, hard-margin support vector machines, and Bayesian classifiers 

as if the learner's model space contained the real model, or the model that provides the true class label for every case. As 

the size of the training data set grows, it is believed that the real class probability and the model-estimated class 

probability will converge asymptotically. On the other hand, while talking about naive Bayes, decision trees, and soft-

margin SVMs, it is said that these three algorithms are "global learners" and that the model space doesn't include the real 

model. According to our argument, the dataset, as well as the heuristics or inductive bias implied by the learning 

algorithm, determine whether or not most classifier learners are impacted by sample selection bias.  

 

Classification difficulties, sometimes known as classification under covariate shift, are addressed by Bickel et al. [3] where 
the training instances' distributions can differ arbitrarily from the test distributions. With no explicit modelling of training or 

test distribution, we arrive to a purely discriminative solution. Here, we reframe the general learning issue with covariate 

shift as an optimization problem involving integration. We construct a logistic regression classifier with a kernel that accounts 

for different distributions during training and testing.  

 

For several support vector machines (SVMs) trained on separate but related datasets, Jebara [4] calculates a common feature 

or kernel selection configuration. When there are several classification jobs and datasets with different labels on a shared 

input space, the technique shines. It is possible for different datasets to support each other's classifier choices by using the 

same representation or relevant characteristics. By applying the maximum entropy discrimination formalism, we are able to 

design a multi-task representation learning technique. The global solution features of support vector machines are preserved 

by the resulting convex algorithms. Nevertheless, they do more than just estimate various SVM classification/regression 
parameters; they also work together to determine the best subset of features or kernel combination. On standardised datasets, 

experiments are displayed.  

 

As stated by Tsang et al., [5] We presented the core vector machine (CVM) technique, which is faster and more capable of 

handling bigger data sets than current SVM implementations, by utilising approximation algorithms for the minimum 
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enclosing ball (MEB) problem. One example is that the CVM is incompatible with the widely used support vector regression 

(SVR). This article presents the center-constrained MEB issue and then goes on to expand the CVM technique. Now, kernel 

methods like SVR and ranking SVM can use the generalised CVM algorithm, which works with both linear and nonlinear 

kernels. In addition, much like the initial CVM, its space complexity is m-independent and its asymptotic time complexity is 

linear in m. In contrast to state-of-the-art SVM and SVR implementations, experiments reveal that generalised CVM performs 

similarly on big data sets while being quicker and producing fewer support vectors.  

 

System Analysis 

 
Cancer prediction in the current system has mostly made use of kernel-based algorithms like support vector machines (SVMs) 

and LS-SVMs (LEAST-SQUARES support vector machines). They are examples of what is known as "shallow architecture," 

which has just a single processing layer [40-46].  

 

These shallow machines have worked successfully in some contexts, but they struggle to accurately portray complicated 

functions. Here, we zero in on tertiary and quaternary cancer prevention communication, which involves talking to patients 

after they've already had a cancer diagnosis. The goal of tertiary prevention is to lessen the severity of complications and 

death rates experienced by cancer patients who have previously received a diagnosis. Quaternary prevention, like palliative 

care, seeks to optimise end-of-life care while simultaneously alleviating suffering. Striking a balance is essential for living 

day-to-day [47-53]. The capacity to maintain one's balance while standing, sitting, or moving about is crucial for avoiding 

injuries caused by slips and falls. Both the cerebellum, located at the base of the brain stem and responsible for controlling 

and regulating muscular action, and the inner ear's vestibular system play essential roles in maintaining proper balance. The 
vestibular system and the cerebellum can be impacted by several interventions, including chemotherapy drugs, pain 

medications, and malignancies of the head, neck, or nerve system. Balance problems can also be caused by chemotherapy-

induced peripheral neuropathy [54-61].  

 

Proposed System 

 

The suggested project improvement involves gathering land details from the registration office before uploading the image 

land document for accurate verification. In order to reduce the likelihood of fraud, sellers can now upload their Adhaar card 

pans along with various types of personal information, such as owner and family details [62-75]. The system can then 

automatically verify the land's location, type (farming, commercial, etc.), and whether or not it is suitable for building on (if 

it's commercial, for example, it can determine the type of soil), as well as the owner's and land's details, using machine 
learning algorithms. Our project can incorporate these specifics [76-81].  

 

System Study 

 

An IOP (Input, Process, Output, Field, Program, and Procedure) design serves as the basis for the evaluation. Studying the 

basic outline allows one to quantify this in terms of data volumes, trends, updating frequency, etc., in order to determine the 

new system's performance.  

 

Economic feasibility 

 

When considering the viability of a new system, economic feasibility is usually the deciding factor. Often referred to as a 
cost-benefit analysis, this process calculates the potential savings and advantages of a potential system and then compares 

them to their associated expenses. The choice to develop and deploy the system is based on whether the benefits exceed the 

expenses. Before taking any action, an entrepreneur must carefully consider the pros and cons. Heuristics and criteria 

depending on time are utilised [82-88].  

 

The operational feasibility of a system is determined by how effectively it addresses issues, capitalises on opportunities, and 

meets needs as determined in the requirements analysis phase of system development, which occurs after scope definition. 

Additionally, it ascertains if the resources at hand are adequate to execute the system during its intended runtime with few or 

no interruptions (Figure 1).  
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Figure 1: Use Case Diagram 

 

There will be a plethora of data stored by data service providers. The Database will house the medication and illness details. 

In addition, the user's work will be redirected to the resource-assigning module by the data server.  

 
Here we may plan and execute the disease-to-system transition. The server will keep track of several trained datasets together 

with the pertinent patterns of diagnosis. A training set will be constructed by collecting and storing various diseases and their 

symptoms. A dataset will be created to store various diseases and their symptoms [89-93].  

 

We apply big data in this unit. Big data is characterised by large amounts of unstructured data, which could be useful or 

harmful depending on your perspective. Thus, the big data analyst grants the patient permission to visit the server in this 

module. Using the map-reducing formation technique, the big data analyst pulls all the aforementioned disease and medicine 

information, providing valuable information for the patient [94-98].  

 

Here the doctor will enter all the medication information, including symptoms, doses, and medications. As an example, we 

can work to increase public understanding. We use the clustering format to store all of our data so that it can be easily divided 
into distinct clusters. In order for the study data to be simply classified.  

 

In this unit, we build a system to analyse data for diseases and make predictions about them based on symptoms. The analysis 

is done by the researchers, and this module communicates with the server. In order to diagnose the illness from the patient's 

symptoms, they retrieve data from the server [99-101].  

 

Our top-ranked doctor recommendation service is available in this module. Patient evaluations form the basis of this rating 

system. Patients will rate their therapy, and doctors will rise to the top based on those ratings.  

 

Executing a programme in order to detect an error is known as testing. An as-of-yet-undiscovered error is likely to be found 

by a good test case. If the test passes, it finds an error that hasn't been found yet. As a part of the implementation process, 

system testing verifies that the system performs as intended before going live. As a result, we know the entire suite of 
programmes works as intended. To successfully implement a new system, it is necessary to run a programme, string, and 

system through system testing [102-107].  

 

After the programme, documentation, and data structures are developed, testing of the software can begin. Fixing bugs in 

software requires testing. If this is not the case, then we cannot say that the programme or project is finished. As the last 

check of specification design and code, software testing is an essential part of software quality assurance. In order to identify 

the mistake, testing involves running the software.  
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This test ensures that all of the software's individual modules are functioning as expected. The emphasis is on the module, 

the most fundamental building block of software architecture. Unit testing makes extensive use of the white-box testing 

approach.  

 

We tested every form in accordance with the principle of white box testing. All conditions have been tested to ensure they 

are legitimate, and all loops have been run inside their boundaries. We have independently generated it to verify the data flow 

is correct. Program throughput, reaction time, device utilisation, and execution time spent in various areas of the unit are all 

determined by it. Intentionally breaking the unit is the goal of stress testing. Looking at how a programmer handles a 
programme unit failing can teach you a lot about the program's strengths and weaknesses. The goal of structure tests is to put 

a program's core logic through its paces by simulating specific execution pathways. The test cases were designed to assure 

that all independent pathways inside a module have been exercised at least once using the White-Box test technique [108-

111].  

 

In order to find bugs related to interfaces, integration testing is a methodical approach to building the program's structure 

while running tests. That is, to put it simply, integration testing entails thoroughly verifying the product's component parts. 

Taking untested modules and testing essential modules early on should be the goal. The goal of security testing is to ensure 

that a system's built-in safeguards effectively prevent unauthorised access. It is essential to ensure that the system security is 

impenetrable from both frontal and rear threats. The security exam involves the tester assuming the persona of an intruder 

[112-124].  

 
Upon completion of integration testing, the software is packaged together. We have found and fixed the interface problems, 

and now we are starting the last round of software test validation. A simple definition of validation testing is that it passes 

when the software operates as the customer reasonably expects. There are numerous other ways to define validation testing 

[125-134]. A battery of black box tests showing compliance with specifications is how software is validated. One of two 

things happens after the validation test is done. Before the project is finished, the user and project manager work together to 

fix any mistakes or deviations found at this stage by negotiating a solution. The results of the validation tests show that the 

suggested system is functional as expected. While the system did have some flaws, they were far from disastrous [135-139]. 

For any system to be successful, user acceptability is crucial. Keeping in close contact with potential systems and users during 

development and making necessary adjustments allows us to evaluate the system for user approval. The following points are 

considered when doing this:  

 

Conclusion  

 

We introduced a deep cross-output knowledge transfer method utilising stacked-structure LS-SVMs, referred to as DCOT-

LS-SVMs, and its imbalanced variant, IDCOTLS-SVMs, in this medical diagnosis application. The approaches that have 

been suggested perform well on balanced and imbalanced datasets in terms of classification, and they simplify learning by 

avoiding the complex process of adjusting parameters C and δ. This approach relies on a stacked hierarchical architecture 

that combines multiple SVM modules. It is possible to improve the learning process in the current module by leveraging 

predictive knowledge from the previous module(s) through cross-output knowledge transfer that is incorporated between 

adjacent layers. When tested experimentally, we find that both strategies outperform the five comparison methods when 

exposed to varying degrees of noise. We plan to show the practicality of the suggested methodologies by expanding their 

scope to other areas in future research. Because neural networks are more accurate than machine learning, they will allow us 
to create new features and methods in the future.  

 

References 

 

1. K. Polat and S. Güneş, “Breast cancer diagnosis using least square support vector machine,” Digit. Signal Process., vol. 
17, no. 4, pp. 694–701, 2007. 

2. W. Fan, I. Davidson, B. Zadrozny, and P. S. Yu, “An improved categorization of classifier’s sensitivity on sample selection 
bias,” in Fifth IEEE International Conference on Data Mining (ICDM’05), 2006. 

3. S. Bickel, M. Brückner, and T. Scheffer, “Discriminative learning for differing training and test distributions”, in Proc. 
Int. Conf. Mach. Learn., 2007, pp. 81–88. 

4. T. Jebara, “Multi-task feature and kernel selection for SVMs,” in Proc. Int. Conf. Mach. Learn., 2004, p. 55. 
5. I. W.-H. Tsang, J. T.-Y. Kwok, and J. M. Zurada, “Generalized core vector machines,” IEEE Trans. Neural Netw., vol. 17, 

no. 5, pp. 1126–1140, 2006. 
6. Suman, N., Rao, A., & Ranjitha, R. (2024, February). Forecasting air quality using random forest regression with 

hyperparameter optimization and LSTM network (RNN). In AIP Conference Proceedings (Vol. 2742, No. 1). AIP 
Publishing. 

7. UN, R., & MA, G. (2023). BCDU-Net and chronological-AVO based ensemble learning for lung nodule segmentation 
and classification. Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Visualization, 11(4), 
1491-1511. 



International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          312 
provided the original work is properly cited.  

8. Ranjitha, U. N., & Gowtham, M. A. (2022). Hybrid Model Using K-Means Clustering for Volumetric Quantification of 
Lung Tumor: A Case Study. In Machine Learning and Autonomous Systems: Proceedings of ICMLAS 2021 (pp. 527-536). 
Singapore: Springer Nature Singapore. 

9. Ashish, A. S., Honnappanavar, D. S., UN, R., & Kumar Reddy, B. G. (2021). Web-Based Expense Approval System. 
International Journal of Advanced Research in Computer Science, Vol. 12, no. S1, pp. 21-25,  p.21.  

10. Ranjitha, U. N., Meghana, N., & Sagar, S. (2017). Wireless clustering using Raspberry pi. Asian Journal of Engineering 
and Technology Innovation (AJETI), vol.2, 105-107. 

11. Narayan Hampiholi, “Revolutionizing AI and Computing the Neuromorphic Engineering Paradigm in Neuromorphic 
Chips”, International Journal of Computer Trends and Technology, vol. 72, no. 1, p. 7, 2024. 

12. Narayan Hampiholi, “Elevating Emergency Healthcare - Technological Advancements and Challenges in Smart 
Ambulance Systems and Advanced Monitoring and Diagnostic Tools”, International Journal of Computer Trends and 
Technology, vol. 72, no. 1, p. 1-7, 2024. 

13. M. A. Yassin et al., “Advancing SDGs : Predicting Future Shifts in Saudi Arabia ’ s Terrestrial Water Storage Using Multi-
Step-Ahead Machine Learning Based on GRACE Data,” 2024. 

14. M. A. Yassin, A. G. Usman, S. I. Abba, D. U. Ozsahin, and I. H. Aljundi, “Intelligent learning algorithms integrated with 
feature engineering for sustainable groundwater salinization modelling: Eastern Province of Saudi Arabia,” Results 
Eng., vol. 20, p. 101434, 2023. 

15. S. I. Abba, A. G. Usman, and S. IŞIK, “Simulation for response surface in the HPLC optimization method development 
using artificial intelligence models: A data-driven approach,” Chemom. Intell. Lab. Syst., vol. 201, no. April, 2020. 

16. A. G. Usman et al., “Environmental modelling of CO concentration using AI-based approach supported with filters 
feature extraction: A direct and inverse chemometrics-based simulation,” Sustain. Chem. Environ., vol. 2, p. 100011, 
2023. 

17. A. Gbadamosi et al., “New-generation machine learning models as prediction tools for modeling interfacial tension of 
hydrogen-brine system,” Int. J. Hydrogen Energy, vol. 50, pp. 1326–1337, 2024. 

18. Abdulazeez, S. I. Abba, J. Usman, A. G. Usman, and I. H. Aljundi, “Recovery of Brine Resources Through Crown-
Passivated Graphene, Silicene, and Boron Nitride Nanosheets Based on Machine-Learning Structural Predictions,” ACS 
Appl. Nano Mater., 2023. 

19. B. S. Alotaibi et al., “Sustainable Green Building Awareness: A Case Study of Kano Integrated with a Representative 
Comparison of Saudi Arabian Green Construction,” Buildings, vol. 13, no. 9, 2023. 

20. S. I. Abba et al., “Integrated Modeling of Hybrid Nanofiltration/Reverse Osmosis Desalination Plant Using Deep 
Learning-Based Crow Search Optimization Algorithm,” Water (Switzerland), vol. 15, no. 19, 2023. 

21. S. I. Abba, J. Usman, and I. Abdulazeez, “Enhancing Li + recovery in brine mining : integrating next-gen emotional AI 
and explainable ML to predict adsorption energy in crown ether-based hierarchical nanomaterials,” pp. 15129–15142, 
2024. 

22. J. Usman, S. I. Abba, N. Baig, N. Abu-Zahra, S. W. Hasan, and I. H. Aljundi, “Design and Machine Learning Prediction of 
In Situ Grown PDA-Stabilized MOF (UiO-66-NH2) Membrane for Low-Pressure Separation of Emulsified Oily 
Wastewater,” ACS Appl. Mater. Interfaces, Mar. 2024. 

23. Narayan Hampiholi, “Real-World Deployments of AR In Medical Training and Surgery”, Journal of Emerging 
Technologies and Innovative Research, vol. 10, no. 10, p. 8, 2023. 

24. Narayan Hampiholi, “Medical Imaging Enhancement with Ai Models for Automatic Disease Detection and 
Classification Based on Medical Images”, International Journal of Engineering Applied Sciences and Technology, vol. 
8, no. 5, p. 31-37, 2023. 

25. Narayan Hampiholi, “21st Century Geriatric Care - Matching Advancing Devices to the Needs of the Aging Population”, 
Journal of Emerging Technologies and Innovative Research, vol. 10, no. 10, p. 7, 2023. 

26. Narayan Hampiholi, “Through The Lens of Principled Data Practice a Groundbreaking Exploration into Ethical 
Healthcare Platforms”, International Journal of Engineering Applied Sciences and Technology, vol. 8, no. 5, p. 26-30, 
2023. 

27. V. R. Umapathy, P. M. Natarajan, and B. Swamikannu, “Review of the role of nanotechnology in overcoming the 
challenges faced in oral cancer diagnosis and treatment,” Molecules, vol. 28, no. 14, p. 5395, 2023. 

28. V. R. Umapathy, P. M. Natarajan, and B. Swamikannu, “Review insights on salivary proteomics biomarkers in oral 
cancer detection and diagnosis,” Molecules, vol. 28, no. 13, p. 5283, 2023. 

29. P. Natarajan, V. Rekha, A. Murali, and B. Swamikannu, “Newer congeners of doxycycline – do they hold promise for 
periodontal therapy?,” Arch. Med. Sci. - Civiliz. Dis., vol. 7, no. 1, pp. 16–23, 2022. 

30. V. Rekha U, P. Mn, and Bhuminathan., “Review on Anticancer properties of Piperine in Oral cancer: Therapeutic 
Perspectives,” Res. J. Pharm. Technol., pp. 3338–3342, 2022. 

31. V. R. Umapathy, P. M. Natarajan, and B. Swamikannu, “Comprehensive review on development of early diagnostics 
on oral cancer with a special focus on biomarkers,” Appl. Sci. (Basel), vol. 12, no. 10, p. 4926, 2022. 

32. V. R. Umapathy et al., “Current trends and future perspectives on dental nanomaterials – An overview of 
nanotechnology strategies in dentistry,” J. King Saud Univ. Sci., vol. 34, no. 7, p. 102231, 2022. 



International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          313 
provided the original work is properly cited.  

33. V. R. Umapathy et al., “Emerging biosensors for oral cancer detection and diagnosis—A review unravelling their role 
in past and present advancements in the field of early diagnosis,” Biosensors (Basel), vol. 12, no. 7, p. 498, 2022. 

34. P. M. Natarajan, V. R. Umapathy, A. Murali, and B. Swamikannu, “Computational simulations of identified marine-
derived natural bioactive compounds as potential inhibitors of oral cancer,” Future Sci. OA, vol. 8, no. 3, 2022. 

35. P. M. Natarajan, V. R. Umapathy, A. Murali, and B. Swamikannu, “Computational simulations of identified marine-
derived natural bioactive compounds as potential inhibitors of oral cancer,” Future Sci. OA, vol. 8, no. 3, 2022. 

36. P. Manickam Natarajan, “Dental Bioinformatics – Current Scope and Future perspectives,” Res. J. Pharm. Technol., pp. 
2351–2356, 2022. 

37. B. Juala Catherine Jebaraj, P. Birla Bose, R. Manickam Natarajan, and A. Gurusamy, “Perception of dental interns on 
the impact of their gender during training period and future dental practice-cross sectional survey in dental colleges 
in Chennai,” India. Journal of Positive School Psychology, vol. 2022, no. 5, pp. 1045–1050. 

38. V. R. Umapathy et al., “Emerging biosensors for oral cancer detection and diagnosis—A review unravelling their role 
in past and present advancements in the field of early diagnosis,” Biosensors (Basel), vol. 12, no. 7, p. 498, 2022. 

39. V. R. Umapathy et al., “Current trends and future perspectives on dental nanomaterials – An overview of 
nanotechnology strategies in dentistry,” J. King Saud Univ. Sci., vol. 34, no. 7, p. 102231, 2022. 

40. V. R. Umapathy, P. M. Natarajan, and B. Swamikannu, “Comprehensive review on development of early diagnostics 
on oral cancer with a special focus on biomarkers,” Appl. Sci. (Basel), vol. 12, no. 10, p. 4926, 2022. 

41. V. Rekha U, P. Mn, and Bhuminathan., “Review on Anticancer properties of Piperine in Oral cancer: Therapeutic 
Perspectives,” Res. J. Pharm. Technol., pp. 3338–3342, 2022. 

42. P. Natarajan, V. Rekha, A. Murali, and B. Swamikannu, “Newer congeners of doxycycline – do they hold promise for 
periodontal therapy?,” Arch. Med. Sci. - Civiliz. Dis., vol. 7, no. 1, pp. 16–23, 2022. 

43. B. B. Bose, P. M. Natarajan, A. L. Kannan, J. C. Jebaraj, R. Jagannathan, and T. M. Balaji, “Evaluation of block allograft 
efficacy in lateral alveolar ridge augmentation,” J. Contemp. Dent. Pract., vol. 23, no. 8, pp. 807–812, 2022. 

44. J. Pei et al., “A comprehensive review on bio-based materials for chronic diabetic wounds,” Molecules, vol. 28, no. 2, 
p. 604, 2023. 

45. V. R. Umapathy, P. M. Natarajan, and B. Swamikannu, “Review insights on salivary proteomics biomarkers in oral 
cancer detection and diagnosis,” Molecules, vol. 28, no. 13, p. 5283, 2023. 

46. V. R. Umapathy, P. M. Natarajan, and B. Swamikannu, “Review of the role of nanotechnology in overcoming the 
challenges faced in oral cancer diagnosis and treatment,” Molecules, vol. 28, no. 14, p. 5395, 2023. 

47. S. I. Ansarullah, S. Mohsin Saif, S. Abdul Basit Andrabi, S. H. Kumhar, M. M. Kirmani, and D. P. Kumar, “An intelligent 
and reliable hyperparameter optimization machine learning model for early heart disease assessment using 
imperative risk attributes,” J. Healthc. Eng., vol. 2022, pp. 1–12, 2022. 

48. S. I. Ansarullah, S. M. Saif, P. Kumar, and M. M. Kirmani, “Significance of visible non-invasive risk attributes for the 
initial prediction of heart disease using different machine learning techniques,” Comput. Intell. Neurosci., vol. 2022, 
pp. 1–12, 2022. 

49. M. M. Kirmani and S. I. Ansarullah, “Classification models on cardiovascular disease detection using Neural Networks, 
Naïve Bayes and J48 Data Mining Techniques,” International Journal of Advanced Research in Computer Science, vol. 
7, no. 5, 2016. 

50. M.M. Kirmani, & S.I. Ansarullah, “Prediction of heart disease using decision tree a data mining technique”. Int. J. 
Comput. Sci. Netw, 5(6), 2016. 

51. E. Zanardo and B. Martini, “Secure and Authorized Data Sharing among different IoT Network Domains using Beez 
blockchain,” in 2024 27th Conference on Innovation in Clouds, Internet and Networks (ICIN), 2024, pages 122–129.  

52. E. Zanardo, “Learningchain. A novel blockchain-based meritocratic marketplace for training distributed machine 
learning models,” in Software Engineering Application in Systems Design, Cham: Springer International Publishing, 
2023, pp. 152–169.  

53. H. Lakhani, D. Undaviya, H. Dave, S. Degadwala, and D. Vyas, “PET-MRI Sequence Fusion using Convolution Neural 
Network,” in 2023 International Conference on Inventive Computation Technologies (ICICT), 2023, pp. 317–321. 

54. F. Ahamad, D. K. Lobiyal, S. Degadwala, and D. Vyas, “Inspecting and Finding Faults in Railway Tracks Using Wireless 
Sensor Networks,” in 2023 International Conference on Inventive Computation Technologies (ICICT), 2023, pp. 1241–
1245. 

55. D. Rathod, K. Patel, A. J. Goswami, S. Degadwala, and D. Vyas, “Exploring Drug Sentiment Analysis with Machine 
Learning Techniques,” in 2023 International Conference on Inventive Computation Technologies (ICICT), 2023, pp. 9–
12. 

56. C. H. Patel, D. Undaviya, H. Dave, S. Degadwala, and D. Vyas, “EfficientNetB0 for Brain Stroke Classification on 
Computed Tomography Scan,” in 2023 2nd International Conference on Applied Artificial Intelligence and Computing 
(ICAAIC), 2023, pp. 713–718. 

57. V. Desai, S. Degadwala, and D. Vyas, “Multi-Categories Vehicle Detection For Urban Traffic Management,” in 2023 
Second International Conference on Electronics and Renewable Systems (ICEARS), 2023, pp. 1486–1490. 



International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          314 
provided the original work is properly cited.  

58. D. Vyas and V. V Kapadia, “Evaluation of Adversarial Attacks and Detection on Transfer Learning Model,” in 2023 7th 
International Conference on Computing Methodologies and Communication (ICCMC), 2023, pp. 1116–1124. 

59. D. D. Pandya, S. K. Patel, A. H. Qureshi, A. J. Goswami, S. Degadwala, and D. Vyas, “Multi-Class Classification of Vector 
Borne Diseases using Convolution Neural Network,” in 2023 2nd International Conference on Applied Artificial 
Intelligence and Computing (ICAAIC), 2023, pp. 1–8. 

60. D. D. Pandya, A. K. Patel, J. M. Purohit, M. N. Bhuptani, S. Degadwala, and D. Vyas, “Forecasting Number of Indian 
Startups using Supervised Learning Regression Models,” in 2023 International Conference on Inventive Computation 
Technologies (ICICT), 2023, pp. 948–952. 

61. S. Degadwala, D. Vyas, D. D. Pandya, and H. Dave, “Multi-Class Pneumonia Classification Using Transfer Deep Learning 
Methods,” in 2023 Third International Conference on Artificial Intelligence and Smart Energy (ICAIS), 2023, pp. 559–
563. 

62. D. D. Pandya, A. Jadeja, S. Degadwala, and D. Vyas, “Diagnostic Criteria for Depression based on Both Static and 
Dynamic Visual Features,” in 2023 International Conference on Intelligent Data Communication Technologies and 
Internet of Things (IDCIoT), 2023, pp. 635–639. 

63. H. Gupta, D. Patel, A. Makade, K. Gupta, O. P. Vyas, and A. Puliafito, “Risk Prediction in the Life Insurance Industry 
Using Federated Learning Approach,” in 2022 IEEE 21st Mediterranean Electrotechnical Conference (MELECON), 2022, 
pp. 948–953. 

64. S. Dave, S. Degadwala, and D. Vyas, “DDoS Detection at Fog Layer in Internet of Things,” in 2022 International 
Conference on Edge Computing and Applications (ICECAA), 2022, pp. 610–617. 

65. D. D. Pandya, A. Jadeja, S. Degadwala, and D. Vyas, “Ensemble Learning based Enzyme Family Classification using n-
gram Feature,” in 2022 6th International Conference on Intelligent Computing and Control Systems (ICICCS), 2022, pp. 
1386–1392. 

66. V. B. Gadhavi, S. Degadwala, and D. Vyas, “Transfer Learning Approach For Recognizing Natural Disasters Video,” in 
2022 Second International Conference on Artificial Intelligence and Smart Energy (ICAIS), 2022, pp. 793–798. 

67. Ramesh Babu P, E. Sreenivasa Reddy, “A Comprehensive Survey on Semantic based Image Retrieval Systems for Cyber 
Forensics,” International Journal of Computer Sciences and Engineering, Vol.6, Issue.8, pp.245-250, 2018. 

68. Putchanuthala, R.B. and Reddy, E.S., “Image retrieval using locality preserving projections,” IET Journal of Engineering, 
Vol. 2020 Issue. 10, pp. 889-892, 2020. 

69. Ramesh Babu P, E. Sreenivasa Reddy, “A Novel Framework design for Semantic based Image retrieval as a Cyber 
Forensic Tool,” International Journal of Innovative Technology and Exploring Engineering, Vol.8, Issue.10, pp.2801-
2808, 2019. 

70. Ramesh Babu P, E. Sreenivasa Reddy, “A Design of Eigenvalue based CNN tool for Image Retrieval,” International 
Journal of Engineering and Advanced Technology, Vol.8, Issue.6, pp.2230-2236, 2019. 

71. P. Ramesh Babu, R. Nandhi Kesavan, A. Sivaramakrishnan, G. Sai Chaitanya Kumar, “EmoGAN Label-Changing 
Approach for Emotional State Analysis in Mobile Communication using Monkey Algorithm”, ICTACT Journal on 
Communication Technology, vol. 14, no. 4, pp. 3050–3056, Dec. 2023. 

72. D. C. J. W. . Wise, S. . Ambareesh, R. . Babu P., D. . Sugumar, J. P. . Bhimavarapu, and A. S. . Kumar, “Latent Semantic 
Analysis Based Sentimental Analysis of Tweets in Social Media for the Classification of Cyberbullying Text”, Int J Intell 
Syst Appl Eng, vol. 12, no. 7s, pp. 26–35, Dec. 2023. 

73. Y. K. . Aluri, B. . Aruna Devi, N. A. . Balaji, V. . Dakshinamurthi, R. . Babu P., and S. . Rajeyyagari, “Dry Eye Disease 
Classification Using AlexNet Classifier”, Int J Intell Syst Appl Eng, vol. 12, no. 7s, pp. 263–271, Dec. 2023. 

74. Reddy, A. R. P., & Ayyadapu, A. K. R. (2020). Automating Incident Response: Ai-Driven Approaches To Cloud Security 
Incident Management. Chelonian Research Foundation, 15(2), 1-10. 

75. Reddy, A. R. P. (2021). Machine Learning Models for Anomaly Detection in Cloud Infrastructure Security. 
NeuroQuantology, 19(12), 755-763. 

76. Reddy, A. R. P. (2021). The Role of Artificial Intelligence in Proactive Cyber Threat Detection In Cloud Environments. 
NeuroQuantology, 19(12), 764-773. 

77. Reddy, A. R. P. (2022). The Future of Cloud Security: Ai-Powered Threat Intelligence and Response. International 
Neurourology Journal, 26(4), 45-52. 

78. Reddy, A. R. P. (2023). Navigating the Cloud's Security Maze: AI and ML as Guides. International Neurourology Journal, 
27(4), 1613-1620. 

79. B. Senapati and B. S. Rawal, “Adopting a deep learning split-protocol based predictive maintenance management 
system for industrial manufacturing operations,” in Lecture Notes in Computer Science, Singapore: Springer Nature 
Singapore, 2023, pp. 22–39. 

80. B. Senapati and B. S. Rawal, “Quantum communication with RLP quantum resistant cryptography in industrial 
manufacturing,” Cyber Security and Applications, vol. 1, no. 100019, p. 100019, 2023. 

81. B. Senapati et al., “Wrist crack classification using deep learning and X-ray imaging,” in Proceedings of the Second 
International Conference on Advances in Computing Research (ACR’24), Cham: Springer Nature Switzerland, 2024, pp. 
60–69. 



International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          315 
provided the original work is properly cited.  

82. A. B. Naeem et al., “Heart disease detection using feature extraction and artificial neural networks: A sensor-based 
approach,” IEEE Access, vol. 12, pp. 37349–37362, 2024. 

83. R. Tsarev et al., “Automatic generation of an algebraic expression for a Boolean function in the basis ∧, ∨, ¬,” in Data 
Analytics in System Engineering, Cham: Springer International Publishing, 2024, pp. 128–136. 

84. R. Tsarev, B. Senapati, S. H. Alshahrani, A. Mirzagitova, S. Irgasheva, and J. Ascencio, “Evaluating the effectiveness of 
flipped classrooms using linear regression,” in Data Analytics in System Engineering, Cham: Springer International 
Publishing, 2024, pp. 418–427. 

85. Reddy, A. R. P., & Ayyadapu, A. K. R. (2021). Securing Multi-Cloud Environments with AI And Machine Learning 
Techniques. Chelonian Research Foundation, 16(2), 01-12. 

86. S. A. Haider et al., “Energy-Efficient Self-Supervised Technique to Identify Abnormal User over 5G Network for E-
Commerce,” IEEE Transactions on Consumer Electronics, vol. 2024, pp. 1–1. 

87. V. Chunduri, A. Kumar, A. Joshi, S. R. Jena, A. Jumaev, and S. More, “Optimizing energy and latency trade-offs in mobile 
ultra-dense IoT networks within futuristic smart vertical networks,” Int. J. Data Sci. Anal., 2023. 

88. Sudheesh et al., “Bidirectional encoder representations from transformers and deep learning model for analyzing 
smartphone-related tweets,” PeerJ Comput. Sci., vol. 9, no. e1432, p. e1432, 2023. 

89. Sudheesh et al., “Analyzing sentiments regarding ChatGPT using novel BERT: A machine learning approach,” 
Information (Basel), vol. 14, no. 9, p. 474, 2023. 

90. E. Geo Francis and S. Sheeja, “An optimized intrusion detection model for wireless sensor networks based on MLP-
CatBoost algorithm,” Multimedia Tools and Applications, 2024. 

91. E. Geo Francis and S. Sheeja, “SHAKE-ESDRL-based energy efficient intrusion detection and hashing system,” Annals 
of Telecommunications, 2023.  

92. E. Geo Francis and S. Sheeja, “Intrusion detection system and mitigation of threats in IoT networks using AI techniques: 
A review,” Engineering and Applied Science Research, 2023, vol. 50, no. 6, pp. 633–645. 

93. E. Geo Francis and S. Sheeja, “A Novel RDAE Based PSR-QKD Framework for Energy Efficient Intrusion Detection," 2022 
International Conference on Knowledge Engineering and Communication Systems (ICKES), Chickballapur, India, 2022, 
pp. 1-6. 

94. E. Geo Francis and S. Sheeja, “Towards an Optimal Security Using Multifactor Scalable Lightweight Cryptography for 
IoT," 2022 3rd International Conference on Communication, Computing and Industry 4.0 (C2I4), Bangalore, India, 
2022, pp. 1-6. 

95. E. Geo Francis, S. Sheeja and Joseph Jismy, “A Three-layer Convolution Neural Network Approach for Intrusion 
Detection in IoT," 2023 Eleventh International Conference on Intelligent Computing and Information Systems (ICICIS), 
Cairo, Egypt, 2023, pp. 261-268. 

96. E. Geo Francis, S. Sheeja and E. F. Antony John, “IoT Intrusion Detection Using Two-Tier-Convolutional Deep-Learning 
Model," 2023 International Conference on IoT, Communication and Automation Technology (ICICAT), Gorakhpur, 
India, 2023, pp. 1-7. 

97. Reddy Ayyadapu, A. K. (2022). Privacy-Preserving Techniques in AI-Driven Big Data Cyber Security for Cloud. Chelonian 
Research Foundation, 17(2), 188-208. 

98. Ayyadapu, A. K. R. (2022). Secure Cloud Infrastructures: A Machine Learning Perspective. International Neurourology 
Journal, 26(4), 22-29. 

99. Ayyadapu, A. K. R. (2023). Enhancing Cloud Security with AI-Driven Big Data Analytics. International Neurourology 
Journal, 27(4), 1591-1597. 

100. Reddy Ayyadapu, A. K. (2023). Optimizing Incident Response in Cloud Security with Ai And Big Data Integration. 
Chelonian Research Foundation, 18(2), 2212-2225. 

101. D. K. Sharma and R. Tripathi, “4 Intuitionistic fuzzy trigonometric distance and similarity measure and their properties,” 
in Soft Computing, De Gruyter, 2020, pp. 53–66. 

102. D. K. Sharma, B. Singh, M. Anam, R. Regin, D. Athikesavan, and M. Kalyan Chakravarthi, “Applications of two separate 
methods to deal with a small dataset and a high risk of generalization,” in 2021 2nd International Conference on Smart 
Electronics and Communication (ICOSEC), 2021. 

103. D. K. Sharma, B. Singh, M. Anam, K. O. Villalba-Condori, A. K. Gupta, and G. K. Ali, “Slotting learning rate in deep neural 
networks to build stronger models,” in 2021 2nd International Conference on Smart Electronics and Communication 
(ICOSEC), 2021. 

104. K. Kaliyaperumal, A. Rahim, D. K. Sharma, R. Regin, S. Vashisht, and K. Phasinam, “Rainfall prediction using deep mining 
strategy for detection,” in 2021 2nd International Conference on Smart Electronics and Communication (ICOSEC), 
2021. 

105. I. Nallathambi, R. Ramar, D. A. Pustokhin, I. V. Pustokhina, D. K. Sharma, and S. Sengan, “Prediction of influencing 
atmospheric conditions for explosion Avoidance in fireworks manufacturing Industry-A network approach,” Environ. 
Pollut., vol. 304, no. 119182, p. 119182, 2022. 



International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          316 
provided the original work is properly cited.  

106. H. Sharma and D. K. Sharma, “A Study of Trend Growth Rate of Confirmed Cases, Death Cases and Recovery Cases of 
Covid-19 in Union Territories of India,” Turkish Journal of Computer and Mathematics Education, vol. 13, no. 2, pp. 
569–582, 2022. 

107. A. L. Karn et al., “Designing a Deep Learning-based financial decision support system for fintech to support corporate 
customer’s credit extension,” Malays. J. Comput. Sci., pp. 116–131, 2022. 

108. A. L. Karn et al., “B-lstm-Nb based composite sequence Learning model for detecting fraudulent financial activities,” 
Malays. J. Comput. Sci., pp. 30–49, 2022. 

109. P. P. Dwivedi and D. K. Sharma, “Application of Shannon entropy and CoCoSo methods in selection of the most 
appropriate engineering sustainability components,” Cleaner Materials, vol. 5, no. 100118, p. 100118, 2022. 

110. A. Kumar, S. Singh, K. Srivastava, A. Sharma, and D. K. Sharma, “Performance and stability enhancement of mixed 
dimensional bilayer inverted perovskite (BA2PbI4/MAPbI3) solar cell using drift-diffusion model,” Sustain. Chem. 
Pharm., vol. 29, no. 100807, p. 100807, 2022. 

111. A. Kumar, S. Singh, M. K. A. Mohammed, and D. K. Sharma, “Accelerated innovation in developing high-performance 
metal halide perovskite solar cell using machine learning,” Int. J. Mod. Phys. B, vol. 37, no. 07, 2023. 

112. G. A. Ogunmola, M. E. Lourens, A. Chaudhary, V. Tripathi, F. Effendy, and D. K. Sharma, “A holistic and state of the art 
of understanding the linkages of smart-city healthcare technologies,” in 2022 3rd International Conference on Smart 
Electronics and Communication (ICOSEC), 2022. 

113. P. Sindhuja, A. Kousalya, N. R. R. Paul, B. Pant, P. Kumar, and D. K. Sharma, “A Novel Technique for Ensembled Learning 
based on Convolution Neural Network,” in 2022 International Conference on Edge Computing and Applications 
(ICECAA), IEEE, 2022, pp. 1087–1091. 

114. A. R. B. M. Saleh, S. Venkatasubramanian, N. R. R. Paul, F. I. Maulana, F. Effendy, and D. K. Sharma, “Real-time 
monitoring system in IoT for achieving sustainability in the agricultural field,” in 2022 International Conference on 
Edge Computing and Applications (ICECAA), 2022. 

115. Srinivasa, D. Baliga, N. Devi, D. Verma, P. P. Selvam, and D. K. Sharma, “Identifying lung nodules on MRR connected 
feature streams for tumor segmentation,” in 2022 4th International Conference on Inventive Research in Computing 
Applications (ICIRCA), 2022. 

116. C. Goswami, A. Das, K. I. Ogaili, V. K. Verma, V. Singh, and D. K. Sharma, “Device to device communication in 5G 
network using device-centric resource allocation algorithm,” in 2022 4th International Conference on Inventive 
Research in Computing Applications (ICIRCA), 2022. 

117. M. Yuvarasu, A. Balaram, S. Chandramohan, and D. K. Sharma, “A Performance Analysis of an Enhanced Graded 
Precision Localization Algorithm for Wireless Sensor Networks,” Cybernetics and Systems, pp. 1–16, 2023. 

118. P. P. Dwivedi and D. K. Sharma, “Evaluation and ranking of battery electric vehicles by Shannon’s entropy and TOPSIS 
methods,” Math. Comput. Simul., vol. 212, pp. 457–474, 2023. 

119. P. P. Dwivedi and D. K. Sharma, “Assessment of Appropriate Renewable Energy Resources for India using Entropy and 
WASPAS Techniques,” Renewable Energy Research and Applications, vol. 5, no. 1, pp. 51–61, 2024. 

120. P. P. Dwivedi and D. K. Sharma, “Selection of combat aircraft by using Shannon entropy and VIKOR method,” Def. Sci. 
J., vol. 73, no. 4, pp. 411–419, 2023. 

121. H. Teymourinia, A. Al-nayili, H. A. Alshamsi, R. Mohammadi, E. Sohouli, and M. Gholami, “Development of CNOs/PANI-
NTs/AuNPs nanocomposite as an electrochemical sensor and Z-scheme photocatalyst for determination and 
degradation of ciprofloxacin,” Surf. Interfaces, vol. 42, no. 103412, p. 103412, 2023. 

122. R. S. Neisan et al., “Arsenic removal by adsorbents from water for small communities’ decentralized systems: 
Performance, characterization, and effective parameters,” Clean Technol., vol. 5, no. 1, pp. 352–402, 2023. 

123. A. Al-Nayili and S. A. Haimd, “Design of a new ZnCo2O4 nanoparticles/nitrogen-rich g-C3N4 sheet with improved 
photocatalytic activity under visible light,” J. Cluster Sci., vol. 35, no. 1, pp. 341–358, 2024. 

124. A. Al-nayili and M. Rzoqy, “Local silica sand as a silica source in the synthesis of Y zeolite,” Asia-Pac. J. Chem. Eng., vol. 
17, no. 5, 2022. 

125. A. Al-Nayili and M. Albdiry, “Identification of active structure and catalytic efficiency of MCM-22 zeolite detemplated 
by two different processes,” J. Porous Mater., vol. 28, no. 5, pp. 1439–1448, 2021. 

126. N. S. Dayekh and A. Al-Nayili, “Heterogeneous photocatalytic degradation of phenol over Pd/rGO sheets,” in 
Proceeding Of The 1st International Conference On Advanced Research In Pure And Applied Science (ICARPAS2021): 
Third Annual Conference of Al-Muthanna University/College of Science, 2022. 

127. M. A. Albo Hay Allah and H. A. Alshamsi, “Green synthesis of ZnO NPs using Pontederia crassipes leaf extract: 
characterization, their adsorption behavior and anti-cancer property,” Biomass Convers. Biorefin., 2022. 

128. Rasul, H. O. (2023). Synthesis, evaluation, in silico ADMET screening, HYDE scoring, and molecular docking studies of 
synthesized 1-trityl-substituted 1 H-imidazoles. Journal of the Iranian Chemical Society, 20(12), 2905-2916. 

129. Anand, P. P., Jayanth, G., Rao, K. S., Deepika, P., Faisal, M., & Mokdad, M. (2024). Utilising Hybrid Machine Learning to 
Identify Anomalous Multivariate Time-Series in Geotechnical Engineering. AVE Trends In Intelligent Computing 
Systems, 1(1), 32–41. 



International Journal of Integrative and Modern Medicine 

 
Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License 

(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium                          317 
provided the original work is properly cited.  

130. Jasper, K. D., Jaishnav, M. N., Chowdhury, M. F., Badhan, R., & Sivakani, R. (2024). Defend and Secure: A Strategic and 
Implementation Framework for Robust Data Breach Prevention. AVE Trends In Intelligent Computing Systems, 1(1), 
17–31. 

131. Jeba, J., Bose, S. R., Regin, R., Sudhan, M. B., Suman Rajest, S., & Babu, P. R. (2024). Efficient Real-time Tamil Character 
Recognition via Deep Vision Architecture. AVE Trends In Intelligent Computing Systems, 1(1), 1–16. 

132. K. Daniel Jasper, A. S. Vignesh Raja, R. Neha, S. Suman Rajest, R. Regin, B. Senapati, “Secure Identity: A Comprehensive 
Approach to Identity and Access Management,” FMDB Transactions on Sustainable Computing Systems., vol. 1, no. 4, 
pp. 171–189, 2023. 

133. Rasul, H. O., Aziz, B. K., Ghafour, D. D., & Kivrak, A. (2022). In silico molecular docking and dynamic simulation of 
eugenol compounds against breast cancer. Journal of molecular modeling, 28(1), 17.  

134. Rasul, H. O., Aziz, B. K., Ghafour, D. D., & Kivrak, A. (2023). Discovery of potential mTOR inhibitors from Cichorium 
intybus to find new candidate drugs targeting the pathological protein related to the breast cancer: an integrated 
computational approach. Molecular Diversity, 27(3), 1141-1162.  

135. Rasul, H. O., Aziz, B. K., Ghafour, D. D., & Kivrak, A. (2023). Screening the possible anti-cancer constituents of Hibiscus 
rosa-sinensis flower to address mammalian target of rapamycin: An in silico molecular docking, HYDE scoring, dynamic 
studies, and pharmacokinetic prediction. Molecular Diversity, 27(5), 2273-2296.  

136. Rasul, H. O., Aziz, B. K., Morán, G. S., Mendoza-Huizar, L. H., Belhassan, A., Candia, L. G., ... & Sadasivam, K. (2023). A 
Computational Study of The Antioxidant Power Of Eugenol Compared To Vitamin C. Química Nova, 46, 873-880.  

137. Rasul, H. O., Sabir, D. K., Aziz, B. K., Guillermo Salgado, M., Mendoza-Huizar, L. H., Belhassan, A., & Ghafour, D. D. 
(2023). Identification of natural diterpenes isolated from Azorella species targeting dispersin B using in silico 
approaches. Journal of Molecular Modeling, 29(6), 182.  

138. Rasul, H. O., Thomas, N. V., Ghafour, D. D., Aziz, B. K., Salgado M, G., Mendoza-Huizar, L. H., & Candia, L. G. (2023). 
Searching possible SARS-CoV-2 main protease inhibitors in constituents from herbal medicines using in silico studies. 
Journal of Biomolecular Structure and Dynamics, 1-15.  

139. Usman, M., & Ullah, A. (2024). Blockchain Technology Implementation in Libraries: An Overview of Potential Benefits 
and Challenges. AVE Trends In Intelligent Computing Systems, 1(1), 42–53. 

 

 

 

 

 

 

 

 

 

 

 

  


